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At the LHC, the proton beams cross each other 40,000,000 times each sec-
ond. At the highest LHC beam intensities, there will be roughly 25 proton-
proton collisions for each crossing. Recording all the information from these
collisions in the CMS experiment, requires, for every second of operation,
the equivalent of 10,000 Encyclopaedia Britannica

The task of the Trigger and Data Acquisition System is to select, out of
these millions of events, the most interesting 100 or so per second, and
then store them for further analysis. An event has to pass two independent
sets of tests, or Trigger Levels, in order to pass the TriDAS examination.
The tests range from simple and of short duration (Level-1) to sophisticated
ones requiring significantly more time to run (High Levels 2, 3, ...)

16 Million channels At Level-1 (LV1), the selection is carried out by special hardware pro-

3 Gigacell buffers cessors seeking simple signs of an interesting event, e.g. a group of cal-
orimeter cells with a lot of energy in them or muon chamber hits lying on
given paths. The LV1 Trigger is very fast: it runs for less than one mil-
lionth of a second and selects the best 100,000 events each second.

1 Megabyte After Level-1 accepts an event, the data for that event is stored in 500
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100 kHz LEVEL-1 independent memories (RDPMs), each one connected to a different part
TRIGGER of the CMS detector
| Terabits | The next test, “Level-2” uses information from more than one piece of f-‘*s‘;’:;'c‘i;‘zgezeg;o:gs"s":; Zgg‘:‘:p‘pelme 4 atonoy < 1
READOUT ggg g(‘agaadtgﬁtebuﬁers the detector. The next step is therefore to assemble the data corre- ~ Local patiern ftion and energy evaluation on prompt granul
50,000 data links sponding to the various pieces of the CMS detector in a single location, information from calorimeter and muon detectors _ -
- a task referred to as “event building”. In CMS, there will be a large - Particle identification: high p, electron, photon, muon, jets, missing E,
A\l swiching netvor switch that will connect all 500 RDPMs to a farm of computers. The lat-
2"%55%&;‘5&?&5’?;“? ter are ready to accept data and run the Level-2 and Level-3 tests
1Tegabive SrEy e e " Level-2, running on commercial processors, has more time and informa-
NETWORK i tion to make a decision: it can take roughly thousandths of a second to
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5 TIPS (5 x 10° MIPS) Finally, at Level-3, the full event has been assembled, and one can run
500 GPU farm very sophisticated physics algorithms looking for complex signatures.
Eﬂfﬁﬂﬁ?mgn This is where particle tracks are matched to hits in the muon chambers,

igh trigger levels (>1). 100 KHz input :
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and where a photon is identified as a cell with high electromagnetic en- - Large network of processor farms
I o "“g ergy and no track pointing to it! Throughout this process, the DAQ sys- - Clean particle signature. All detector data
Gigabit/s CPU processes one event t it the CMS detect d ts f i ti - Finer granulamy precise measurement
SERVICE LAN Petabyte ARCHIVE em monitors the etector and corrects for any malfunction - Effective mass cuts and event topology

- Track reconstruction and detector matching
- Event reconstruction and analysis



